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Appendix #5
Grouping analysis for categories of the dependent variable

We initially coded the Court’s Valuation Standard (“CtVS”) as an eight-category continuum.
  Our coding had approached an underlying variable (i.e. the Courts’ standard of valuation) and imposed an eight-category grouping upon that variable. 

It is important to establish whether the eight-category grouping schema is meaningful.  That is to say, we felt it was important to have a satisfying answer to the question, “What is the difference between an observation coded as a ‘3’ and an observation coded as a ‘4’?”  

Coders can give a “local explanation” for the difference between a 3 and a 4, saying for example, “I coded Smith as a 3 and Jones as a 4 because their facts differed in ways x, y, and z.”  Such local explanations are the norm for lawyers endeavoring to distinguish cases.

Treating doctrine as a quantitative unit enables the researcher to go beyond such local explanations.  When we work with quantified data, we are in a position to use mathematics to illuminate the structure of observed phenomena.  We were thus interested to see if statistical analysis of the data would support our eight-category grouping, or suggest another grouping.   

The easiest way to examine the differences between categories is to esti​mate a model that does not impose any ordering on the dependent variable and then compare the categories to each other. It may be discovered through this process that the estimated difference between some of the categories may be statistically meaningless. 

To determine whether there is statistical evidence supporting the difference between categories, we (i) estimate a multinomial logistic model (which does not impose any ordering on the dependent variable); and then (ii) conduct a Wald test to determine whether there is a statistically significant difference between categories. 

Table 1 displays the results of a Wald test for a multinomial logistic model for our initial eight-category grouping.
  Table 1 shows whether the category in Column 1 is statistically signiﬁcantly different from the category in Column 2. The null hypothesis is that the categories are the same. Thus, anything larger than 0.05 in the P>chi2 column indicates no difference between the two categories and giving statistical evidence that the categories can be collapsed. 

Table I: Wald Test for Eight-Category Grouping of CtVS

[image: image1.jpg]Category 1 Category 2 | Chi2 df P>chi2
] 2 4180 3 0.243
il 3 13.823 3 0.003
il 4 14.555 3 0.002
il 5 10.988 3 0.012
il 6 19.839 3 0.000
il 7 0.000 3 1.000
il 8 0.000 3 1.000
2 3 18.625 3 0.000
2 4 20.579 3 0.000
2 5 11218 3 0.011
2 6 24.671 3 0.000
2 7 0.000 3 1.000
2 8 0.000 3 1.000
3 4 2.691 3 0.442
3 5 2.073 3 0.557
3 6 9.594 3 0.022
3 7 0.000 3 1.000
3 8 0.000 3 1.000
4 5 3.098 3 0.377
4 6 7.4800 3 0.058
4 7 0.000 3 1.000
4 8 0.000 3 1.000
5 6 8970 3 0.030
5 7 0.000 3 1.000
5 8 0.000 3 1.000
6 7 0.000 3 1.000
6 8 0.000 3 1.000
7 8 0.000 3 1.000





The immediate question raised by this table is why are the estimates for any comparison involving categories seven and eight 0.000? The reason is because of the tiny number of observations in these categories. There are only a total of 13 observations in categories six, seven, and eight. Thus, these are prime candidates for collapsing. 

Collapsing categories six, seven, and eight and then rerunning the multinomial logit models and Wald tests gives us Table 2. 

Table 2: Wald Test: Collapsing Initial 6, 7, 8 into “6”

[image: image2.jpg]Category 1 Category 2 | Chi2 df P>chi2
il 2 4181 3 0.243
] 3 13.813 3 0.003
] 4 14.638 3 0.002
] 5 11.048 3 0.011
il 6 27.045 3 0.000
2 3 18.610 3 0.000
2 4 20.652 3 0.000
2 5 11.274 3 0.010
2 6 31.133 3 0.000
3 4 2.729 3 0.435
3 5 2.074 3 0.557
3 6 14.185 3 0.003
4 5 3.099 3 3.77
4 6 11.797 3 0.008
5 6 12.099 3 0.007





We can see from the above table that category 6 is now very well-behaved. We can also see additional categories that might be collapsed. It is a good idea to only make one change at a time and then evaluate the result. 

We next collapse categories 1 and 2 and then evaluate the result of this on the other categories. The result can be seen in Table 3. 

Table 3: Collapsing 1, 2 into “1”

[image: image3.jpg]Category 1 Category 2 | Chi2 df P>chi2
il 3 22.258 3 0.000
] 4 23.000 3 0.000
] 5 12.800 3 0.005
] 6 32.061 3 0.000
3 4 2.737 3 0.434
3 5 2.047 3 0.563
3 6 14.182 3 0.003
4 5 3.084 3 0.379
4 6 11.790 3 0.008
5 6 12.087 3 0.007





Now we can begin discerning a middle category. We start by collapsing categories 4 and 5.  The results are shown in Table 4. 

Table 4: Collapsing 4 & 5 into “5”

[image: image4.jpg]Category 1 Category 2 | Chi2 df P>chi2
il 3 22.223 3 0.000
] 5 23.821 3 0.000
] 6 32.055 3 0.000
3 5 2.061 3 0.560
3 6 14.152 3 0.003
5 6 12.908 3 0.005





Finally, the statistical evidence indicates that we can collapse category three into the middle category, giving us the ﬁnal Wald test shown in Table 5.

Table 5:  Collapsing 3 & 5 into “5”

[image: image5.jpg]Category 1 Category 2 | Chi2 df P>chi2
il 5 26.269 3 0.000
] 6 32.050 3 0.000
5 6 14.038 3 0.003






In conclusion, we find that the data support three groupings rather than the initial eight groupings.  Specifically, we can group our initial 1 and 2 into a new group “1”, corresponding with a “Common” valuation standard.  We can group our initial 3, 4, and 5 into a new group “5”, corresponding with a “Mixed” valuation standard.  And we can group our initial 6, 7, and 8 into a new group “6”, corresponding with an “Independent” valuation standard.


The statistics thus show that, while there is no meaningful difference between an observation initially coded a “3” and an observation initially coded a “4”, there is a mathematically meaningful difference between observations coded in the “Common” range, observations coded in the “Mixed” range, and observations coded in the “Independent” range.

� The continuum ranged from “1” for extreme Common, to “8” for extreme Independent.


� As with our ordered logit model, the dependent variable for the multinomial logistic model is CtVS, and the independent variables are DVS, CVS, and FINANCE.
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