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Prologue

IHE WATCHDUG AND THE THIEF

n 1964, just as the Beatles were launching their invasion of
America’s airwaves, Marshall McLuhan published Understand-
ing Media: The Extensions of Man and transformed himself
from an obscure academic into a star. Oracular, gnomic, and mind-
bending, the book was a perfect product of the sixties, that now-
distant decade of acid trips and moon shots, inner and outer voyag-
ing. Understanding Media was at heart a prophecy, and what it proph-
esied was the dissolution of the linear mind. McLuhan declared that
the “electric media” of the twentieth century—telephone, radio,
movies, television—were breaking the tyranny of text over our
thoughts and senses. Our isolated, fragmented selves, locked for
centuries in the private reading of printed pages, were becoming
whole again, merging into the global equivalent of a tribal village.
We were approaching “the technological simulation of conscious-
ness, when the creative process of knowing will be collectively and
corporately extended to the whole of human society.™
Even at the crest of its fame, Understanding Media was a book
more talked about than read. Today it has become a cultural relic,

consigned to media studies courses in universities. But McLuhan, as
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much a showman as a scholar, was a master at turning phrases, and
one of them, sprung from the pages of the book, lives on as a popu-
lar saying: “The medium is the message.” What's been forgotten in
our repetition of this enigmatic aphorism is that McLuhan was not
just acknowledging, and celebrating, the transformative power of
new communication technologies. He was also sounding a warning
about the threat the power poses—and the risk of being oblivious to
that threat. “The electric technology is within the gates,” he wrote,
“and we are numb, deaf, blind and mute about its encounter with the
Gutenberg technology, on and through which the American way of
life was formed.”

McLuhan understood that whenever a new medium comes along,
people naturally get caught up in the information—the “content”—it
carries. They care about the news in the newspaper, the music on the
radio, the shows on the TV, the words spoken by the person on the
far end of the phone line. The technology of the medium, however
astonishing it may be, disappears behind whatever flows through
it—facts, entertainment, instruction, conversation. When people
start debating (as they always do) whether the medium’s effects are
good or bad, it’s the content they wrestle over. Enthusiasts celebrate
it; skeptics decry it. The terms of the argument have been pretty
much the same for every new informational medium, going back
at least to the books that came off Gutenberg's press. Enthusiasts,
with good reason, praise the torrent of new content that the technol-
ogy uncorks, seeing it as signaling a “democratization” of culture.

Skeptics, with equally good reason, condemn the crassness of the
content, viewing it as signaling a “dumbing down” of culture. One
side’s abundant Eden is the other’s vast wasteland.

The Internet is the latest medium to spur this debate. The clash
between Net enthusiasts and Net skeptics, carried out over the last
two decades through dozens of books and articles and thousands
of blog posts, video clips, and podcasts, has become as polarized
as ever, with the former heralding a new golden age of access and
participation and the latter bemoaning a new dark age of medioc-
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rity and narcissism. The debate has been important—content does
matter—but because it hinges on personal ideology and taste, it has
gone down a cul-de-sac. The views have become extreme, the attacks
personal. “Luddite!” sneers the enthusiast. “Philistine!” scoffs the
skeptic. “Cassandra!” “Pollyanna!”

What both enthusiast and skeptic miss is what McLuhan saw: that
in the long run 2 medium’s content matters less than the medium
itself in influencing how we think and act. As our window onto the
world, and onto ourselves, a popular medium molds what we see and
how we see it—and eventually, if we use it enough, it changes who
we are, as individuals and as a society. “The effects of technology
do not occur at the level of opinions or concepts,” wrote McLuhan.
Rather, they alter “patterns of perception steadily and without any
resistance.” The showman exaggerates to make his point, but the
point stands. Media work their magic, or their mischief, on the ner-
vous system itself.

Our focus on a medium's content can blind us to these deep
effects. We're too busy being dazzled or disturbed by the program-
ming to notice what's going on inside our heads. In the end, we come
to pretend that the technology itself doesn’t matter. It's how we use
it that matters, we tell ourselves. The implication, comforting in its
hubris, is that we're in control. The technology is just a tool, inert
until we pick it up and inert again once we set it aside.

McLuhan quoted a self-serving pronouncement by David Sar-
noff, the media mogul who pioneered radio at RCA and television
at NBC. In a speech at the University of Notre Dame in 1955, Sar-
noff dismissed criticism of the mass media on which he had built
his empire and his fortune. He turned the blame for any ill effects
away from the technologies and onto the listeners and viewers: “We
are too prone to make technological instruments the scapegoats for
the sins of those who wield them. The products of modern science

are not in themselves good or bad; it is the way they are used that
determines their value,” McLuhan scoffed at the idea, chiding Sar-

noff for speaking with “the voice of the current somnambulism."s
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Every new medium, McLuhan understood, changes us. “Our con-
ventional response to all media, namely that it is how they are used
that counts, is the numb stance of the technological idiot,” he wrote.
The content of a medium is just “the juicy piece of meat carried by
the burglar to distract the watchdog of the mind.”

Not even McLuhan could have foreseen the feast that the Internet
has laid before us: one course after another, each juicier than the
last, with hardly a moment to catch our breath between bites. As net-
worked computers have shrunk to the size of iPhones and Androids,
the feast has become a movable one, available anytime, anywhere.
It's in our home, our office, our car, our classroom, our purse, our
pocket. Even people who are wary of the Net's ever-expanding influ-
ence rarely allow their concerns to get in the way of their use and
enjoyment of the technology. The movie critic David Thomson once
observed that “doubts can be rendered feeble in the face of the cer-
tainty of the medium."® He was talking about the cinema and how
it projects its sensations and sensibilities not only onto the movie
screen but onto us, the engrossed and compliant audience. His
comment applies with even greater force to the Net. The computer
screen bulldozes our doubts with its bounties and conveniences. It
is so much our servant that it would seem churlish to notice that it

is also our master.

One

HAL AND ME

ave, stop. Stop, will you? Stop, Dave. Will you stop?” So

the supercomputer HAL pleads with the implacable astro-

naut Dave Bowman in a famous and weirdly poignant
scene toward the end of Stanley Kubrick's 2001: A Space Odyssey.
Bowman, having nearly been sent to a deep-space death by the mal-
functioning machine, is calmly, coldly disconnecting the memory
circuits that control its artificial brain. “Dave, my mind is going,”
HAL says, forlornly. “I can feel it. [ can feel it.”

I can feel it too. Over the last few years I've had an uncomfort-
able sense that someone, or something, has been tinkering with my
brain, remapping the neural circuitry, reprogramming the memory.
My mind isn't going—so far as I can tell—but it’s changing. I'm
not thinking the way I used to think. I feel it most strongly when
I'm reading. I used to find it easy to immerse myself in a book or
a lengthy article. My mind would get caught up in the twists of the
narrative or the turns of the argument, and I'd spend hours strolling
through long stretches of prose. That's rarely the case anymore. Now
my concentration starts to drift after a page or two. I get fidgety, lose
the thread, begin looking for something else to do. I feel like I'm
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nology should be used to support that work.” Whereas the Xerox

researcher “was eager to juggle multiple threads of work simul-
" the skeptical questioner viewed his own work “as an

taneously, “ :
singleminded concentration.™ In the choices

exercise in solitary, \
we have made, consciously or not, about how we use our comput-

ers, we have rejected the intellectual tradition of solitary, single-
minded concentration, the ethic that the book bestowed on us. We

have cast our lot with the juggler.

Seven

THE JUGGLER’S BRAIN

t's been a while since the first-person singular was heard in these

pages. This seems like a good time for me, your word-processing

scribe, to make a brief reappearance. I realize that I've dragged
you through a lot of space and time over the last few chapters, and
1 appreciate your fortitude in sticking with me. The journey you've
been on is the same one I took in trying to figure out what's been
going on inside my head. The deeper I dug into the science of neu-
roplasticity and the progress of intellectual technology, the clearer it
became that the Internet's import and influence can be judged only
when viewed in the fuller context of intellectual history. As revolu-
tionary as it may be, the Net is best understood as the latest in a long
series of tools that have helped mold the human mind.

Now comes the crucial question: What can science tell us about
the actual effects that Internet use is having on the way our minds
work? No doubt, this question will be the subject of a great deal
of research in the years ahead. Already, though, there is much we
know or can surmise. The news is even more disturbing than I had
suspected. Dozens of studies by psychologists, neurobiologists, edu-
cators, and Web designers point to the same conclusion: when we
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go online, we enter an environment that promotes cursor'y reac'li-
ing, hurried and distracted thinking, and superficial le‘a‘rnmg. .It s
possible to think deeply while surfing the Net, just as it's possible
to think shallowly while reading a book, but that's not the type of
thinking the technology encourages and rewards.

One thing is very clear: if, knowing what we know today about
the brain's plasticity, you were to set out to invent a medium that
would rewire our mental circuits as quickly and thoroughly as pos-
sible, you would probably end up designing something that looks
and works a lot like the Internet. It’s not just that we tend to use the
Net regularly, even obsessively. It's that the Net delivers preci?ely the
kind of sensory and cognitive stimuli—repetitive, intensive, mtera.c-
tive, addictive—that have been shown to result in strong and rapid
alterations in brain circuits and functions. With the exception of
alphabets and number systems, the Net may well be the .smgle most
powerful mind-altering technology that has ever come into general
use. At the very least, it's the most powerful that has come along
since the book.

During the course of a day, most of us with access to the Web
spend at least a couple of hours online—sometimes mu‘ch mor.e—-
and during that time, we tend to repeat the same or similar actmrlls
over and over again, usually at a high rate of speed and often in
response to cues delivered through a screen or a speaker. Some of
the actions are physical ones. We tap the keys on our PC keyboard.
We drag a mouse and click its left and right buttons and spin its scroll
wheel. We draw the tips of our fingers across 2 trackpad. We use our
thumbs to punch out text on the real or simulated keypads of our
mobile phones. We rotate our iPhones and iPads to shift l-)etween
“landscape” and “portrait” modes while manipulating the icons on
their touch-sensitive screens.

As we go through these motions, the Net delivers a steady stream
of inputs to our visual, somatosensory, and auditory cortices. There
are the sensations that come through our hands and fingers as we

click and scroll, type and touch. There are the many audio signals
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delivered through our ears, such as the chime that announces the
arrival of a new e-mail or instant message and the various ringtones
that our mobile phones use to alert us to different events. And, of
course, there are the myriad visual cues that flash across our retinas
as we navigate the online world: not just the ever-changing arrays of
text and pictures and videos but also the hyperlinks distinguished by
underlining or colored text, the cursors that change shape depend-
ing on their function, the new e-mail subject lines highlighted in
bold type, the virtual buttons that call out to be clicked, the icons
and other screen elements that beg to be dragged and dropped, the
forms that require filling out, the pop-up ads and windows that need
to be read or dismissed. The Net engages all of our senses—except,
so far, those of smell and taste—and it engages them simultaneously.
The Net also provides a high-speed system for delivering
responses and rewards—"positive reinforcements,” in psychological
terms—which encourage the repetition of both physical and mental
actions. When we click a link, we get something new to look at and
evaluate. When we Google a keyword, we receive, in the blink of an
eye, a list of interesting information to appraise. When we send a
text or an instant message or an e-mail, we often get a reply in a mat-
ter of seconds or minutes. When we use Facebook, we attract new
friends or form closer bonds with old ones. When we send a tweet
through Twitter, we gain new followers. When we write a blog post,
we get comments from readers or links from other bloggers. The
Net’s interactivity gives us powerful new tools for finding informa-
tion, expressing ourselves, and conversing with others. It also turns
us into lab rats constantly pressing levers to get tiny pellets of social
or intellectual nourishment.

The Net commands our attention with far greater insistency than
our television or radio or morning newspaper ever did. Watch a
kid texting his friends or a college student looking over the roll of
new messages and requests on her Facebook page or a businessman
scrolling through his e-mails on his phone—or consider yourself as
you enter keywords into Google’s search box and begin following
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a trail of links. What you see is a mind consumed with a medium.
When we're online, we're often oblivious to everything else going on
around us. The real world recedes as we process the flood of symbols
and stimuli coming through our devices.

The interactivity of the Net amplifies this effect as well. Because
we're often using our computers in a social context, to converse with
friends or colleagues, to create “profiles” of ourselves, to broadcast
our thoughts through blog posts or Facebook updates, our social
standing is, in one way or another, always in play, always at risk. The
resulting self-consciousness—even, at times, fear—magnifies the
intensity of our involvement with the medium. That’s true for every-
one, but it's particularly true for the young, who tend to be compul-
sive in using their phones and computers for texting and messaging.
Today's teenagers typically send or receive a message every few min-
utes throughout their waking hours. As the psychotherapist Michael
Hausauer notes, teens and other young adults have a “terrific interest
in knowing what's going on in the lives of their peers, coupled with
a terrific anxiety about being out of the loop." If they stop sending
messages, they risk becoming invisible.

Our use of the Internet involves many paradoxes, but the one that
promises to have the greatest long-term influence over how we think
is this one: the Net seizes our attention only to scatter it. We focus
intensively on the medium itself, on the flickering screen, but we're
distracted by the medium’s rapid-fire delivery of competing mes-
sages and stimuli. Whenever and wherever we log on, the Net pre-
sents us with an incredibly seductive blur, Human beings “want
more information, more impressions, and more complexity,” writes
Torkel Klingberg, the Swedish neuroscientist. We tend to “seek out
situations that demand concurrent performance or situations in
which [we] are overwhelmed with information.” If the slow progres-
sion of words across printed pages dampened our craving to be inun-
dated by mental stimulation, the Net indulges it. It returns us to our
native state of bottom-up distractedness, while presenting us with
far more distractions than our ancestors ever had to contend with.
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Not all distractions are bad. As most of us know from experience,
if we concentrate too intensively on a tough problem, we can get
stuck in a mental rut. Our thinking narrows, and we struggle vainly
to come up with new ideas. But if we let the problem sit unattended
for a time—if we “sleep on it"—we often return to it with a fresh
perspective and a burst of creativity. Research by Ap Dijksterhuis,
a Dutch psychologist who heads the Unconscious Lab at Radboud
University in Nijmegen, indicates that such breaks in our attention
give our unconscious mind time to grapple with a problem, bringing
to bear information and cognitive processes unavailable to conscious
deliberation. We usually make better decisions, his experiments
reveal, if we shift our attention away from a difficult mental chal-
lenge for a time. But Dijksterhuis's work also shows that our uncon-
scious thought processes don't engage with a problem until we've
clearly and consciously defined the problem.: If we don’t have a par-
ticular intellectual goal in mind, Dijksterhuis writes, “unconscious
thought does not occur.™

The constant distractedness that the Net encourages—the state
of being, to borrow another phrase from Eliot's Four Quartets, “dis-
tracted from distraction by distraction"—is very different from the
kind of temporary, purposeful diversion of our mind that refreshes
our thinking when we're weighing a decision. The Net's cacophony
of stimuli short-circuits both conscious and unconscious thought,
preventing our minds from thinking either deeply or creatively. Our
brains turn into simple signal-processing units, quickly shepherd-
ing information into consciousness and then back out again.

In a 200§ interview, Michael Merzenich ruminated on the Inter-
net’s power to cause not just modest alterations but fundamental
changes in our mental makeup. Noting that “our brain is modified
on a substantial scale, physically and functionally, each time we learn
a new skill or develop a new ability,” he described the Net as the
latest in a series of “modern cultural specializations” that “contem-
porary humans can spend millions of ‘practice’ events at [and that]

the average human a thousand years ago had absolutely no exposure
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to.” He concluded that “our brains are massively remodeled by this
exposure.” He returned to this theme in a post on his blog in 2008,
resorting to capital letters to emphasize his points. “When culture
drives changes in the ways that we engage our brains, it creates
DIFFERENT brains,” he wrote, noting that our minds “strengthen
specific heavily-exercised processes.” While acknowledging that it's
now hard to imagine living without the Internet and online tools
like the Google search engine, he stressed that “THEIR HEAVY USE
HAS NEUROLOGICAL CONSEQUENCES."

What we're not doing when we’re online also has neurologi-
cal consequences. Just as neurons that fire together wire together,
neurons that don't fire together don't wire together. As the time we
spend scanning Web pages crowds out the time we spend reading
books, as the time we spend exchanging bite-sized text messages
crowds out the time we spend composing sentences and paragraphs,
as the time we spend hopping across links crowds out the time we
devote to quiet reflection and contemplation, the circuits that sup-
port those old intellectual functions and pursuits weaken and begin
to break apart. The brain recycles the disused neurons and synapses
for other, more pressing work. We gain new skills and perspectives

but lose old ones.

GARY SMALL, A professor of psychiatry at UCLA and the director of
its Memory and Aging Center, has been studying the physiological
and neurological effects of the use of digital media, and what he’s
discovered backs up Merzenich's belief that the Net causes exten-
sive brain changes. “The current explosion of digital technology not
only is changing the way we live and communicate but is rapidly and
profoundly altering our brains,” he says. The daily use of computers,
smartphones, search engines, and other such tools “stimulates brain
cell alteration and neurotransmitter release, gradually strengthen-
ing new neural pathways in our brains while weakening old ones."”

In 2008, Small and two of his colleagues carried out the first exper-
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iment that actually showed people's brains changing in response to
Internet use.® The researchers recruited twenty-four volunteers—a
dozen experienced Web surfers and a dozen novices—and scanned
their brains as they performed searches on Google. (Since a com-
puter won't fit inside a magnetic resonance imager, the subjects
were equipped with goggles onto which were projected images of
Web pages, along with a small handheld touchpad to navigate the
pages.) The scans revealed that the brain activity of the experienced
Googlers was much broader than that of the novices. In particular,
“the computer-savvy subjects used a specific network in the left front
part of the brain, known as the dorsolateral prefrontal cortex, [while]
the Internet-naive subjects showed minimal, if any, activity in this
area.” As a control for the test, the researchers also had the subjects
read straight text in a simulation of book reading; in this case, scans
revealed no significant difference in brain activity between the two
groups. Clearly, the experienced Net users’ distinctive neural path-
ways had developed through their Internet use.

The most remarkable part of the experiment came when the tests
were repeated six days later. In the interim, the researchers had the
novices spend an hour a day online, searching the Net. The new
scans revealed that the area in their prefrontal cortex that had been
largely dormant now showed extensive activity—just like the activ-
ity in the brains of the veteran surfers. “After just five days of prac-
tice, the exact same neural circuitry in the front part of the brain
became active in the Internet-naive subjects,” reports Small. “Five
hours on the Internet, and the naive subjects had already rewired

s : " i
their brains.” He goes on to ask, “If our brains are so sensitive to just

an hour a day of computer exposure, what happens when we spend
more time [online]?”

One other finding of the study sheds light on the differences
between reading Web pages and reading books. The researchers
found that when people search the Net they exhibit a very different
pattern of brain activity than they do when they read book-like text.
Book readers have a lot of activity in regions associated with lan-
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guage, memory, and visual processing, but they don’t display much
activity in the prefrontal regions associated with decision making
and problem solving. Experienced Net users, by contrast, display
extensive activity across all those brain regions when they scan and
search Web pages. The good news here is that Web surfing, because
it engages so many brain functions, may help keep older people’s
minds sharp. Searching and browsing seem to “exercise” the brain
in a way similar to solving crossword puzzles, says Small.

But the extensive activity in the brains of surfers also peints to
why deep reading and other acts of sustained concentration become
so difficult online. The need to evaluate links and make related
navigational choices, while also processing a multiplicity of fleeting
sensory stimuli, requires constant mental coordination and decision
making, distracting the brain from the work of interpreting text or
other information. Whenever we, as readers, come upon a link, we
have to pause, for at least a split second, to allow our prefrontal cor-
tex to evaluate whether or not we should click on it. The redirection
of our mental resources, from reading words to making judgments,
may be imperceptible to us—our brains are quick—but it’s been
shown to impede comprehension and retention, particularly when
it's repeated frequently. As the executive functions of the prefrontal
cortex kick in, our brains become not only exercised but overtaxed.
In a very real way, the Web returns us to the time of scriptura conti-
nua, when reading was a cognitively strenuous act. In reading online,
Maryanne Wolf says, we sacrifice the facility that makes deep read-
ing possible. We revert to being “mere decoders of information.™
Our ability to make the rich mental connections that form when we
read deeply and without distraction remains largely disengaged.

Steven Johnson, in his 2005 book Everything Bad Is Good for
You, contrasted the widespread, teeming neural activity seen in the
brains of computer users with the much more muted activity evident
in the brains of book readers. The comparison led him to suggest
that computer use provides more intense mental stimulation than
does book reading. The neural evidence could even, he wrote, lead a
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person to conclude that “reading books chronically understimulates
the senses.”" But while Johnson's diagnosis is correct, his interpreta-
tion of the differing patterns of brain activity is misleading. It is the
very fact that book reading “understimulates the senses” that makes
the activity so intellectually rewarding. By allowing us to filter out
distractions, to quiet the problem-solving functions of the frontal
lobes, deep reading becomes a form of deep thinking, The mind
of the experienced book reader is a calm mind, not a buzzing one.
When it comes to the firing of our neurons, it's a mistake to assume
that more is better.

John Sweller, an Australian educational psychologist, has spent
three decades studying how our minds process information and,
in particular, how we learn. His work illuminates how the Net and
other media influence the style and the depth of our thinking. Our
brains, he explains, incorporate two very different kinds of memory:
short-term and long-term. We hold our immediate impressions, sen-
sations, and thoughts as short-term memories, which tend to last
only a matter of seconds. All the things we've learned about the
world, whether consciously or unconsciously, are stored as long-
term memories, which can remain in our brains for a few days, a few
years, or even a lifetime. One particular type of short-term memory,
called working memory, plays an instrumental role in the transfer
of information into long-term memory and hence in the creation of
our personal store of knowledge. Working memory forms, in a very
real sense, the contents of our consciousness at any given moment.
“We are conscious of what is in working memory and not conscious
of anything else,” says Sweller.2

If working memory is the mind’s scratch pad, then long-term
memory is its filing system. The contents of our long-term mem-
ory lie mainly outside of our consciousness. In order for us to think
about something we've previously learned or experienced, our

brain has to transfer the memory from long-term memory back into
working memory. “We are only aware that something was stored in
long-term memory when it is brought down into working memory,”
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explains Sweller.’s It was once assumed that long-term memory
served merely as a big warehouse of facts, impressions, and events,
that it “played little part in complex cognitive processes such as
thinking and problem-solving.”+ But brain scientists have come to

realize that long-term memory is actually the seat of understand-

ing. It stores not just facts but complex concepts, or “schemas.” By

organizing scattered bits of information into patterns of knowledge,

schemas give depth and richness to our thinking, “Our intellectual

prowess is derived largely from the schemas we have acquired over

long periods of time,” says Sweller. “We are able to understand con-
cepts in our areas of expertise because we have schemas associated
with those concepts.™®

The depth of our intelligence hinges on our ability to transfer
information from working memory to long-term memory and weave
it into conceptual schemas. But the passage from working memory
to long-term memory also forms the major bottleneck in our brain.
Unlike long-term memory, which has a vast capacity, working mem-
ory is able to hold only a very small amount of information. In a
renowned 1956 paper, “The Magical Number Seven, Plus or Minus
Two,” Princeton psychologist George Miller observed that working
memory could typically hold just seven pieces, or “elements,” of
information. Even that is now considered an overstatement. Accord-
ing to Sweller, current evidence suggests that “we can process no
more than about two to four elements at any given time with the
actual number probably being at the lower [rather] than the higher
end of this scale.” Those elements that we are able to hold in work-
ing memory will, moreover, quickly vanish “unless we are able to
refresh them by rehearsal.”®
Imagine filling a bathtub with a thimble; that's the challenge

involved in transferring information from working memory into
long-term memory. By regulating the velocity and intensity of infor-
mation flow, media exert a strong influence on this process. When
we read a book, the information faucet provides a steady drip, which
we can control by the pace of our reading. Through our single-minded
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concentration on the text, we can transfer all or most of the infor-
mation, thimbleful by thimbleful, into long-term memory and forge
the rich associations essential to the creation of schemas. With the
Net, we face many information faucets, all going full blast. Our little
thimble overflows as we rush from one faucet to the next. We're
able to transfer only a small portion of the information to long-term
memory, and what we do transfer is a jumble of drops from different
faucets, not a continuous, coherent stream from one source.

The information flowing into our working memory at any given
moment is called our “cognitive load.” When the load exceeds our
mind’s ability to store and process the information—when the water
overflows the thimble—we're unable to retain the information or to
draw connections with the information already stored in our long-
term memory. We can't translate the new information into schemas.
Our ability to learn suffers, and our understanding remains shal-
low. Because our ability to maintain our attention also depends on
our working memory—"“we have to remember what it is we are to
concentrate on,” as Torkel Klingberg says—a high cognitive load
amplifies the distractedness we experience. When our brain is over-
taxed, we find “distractions more distracting.”? (Some studies link
attention deficit disorder, or ADD, to the overloading of working
memory.) Experiments indicate that as we reach the limits of our
working memory, it becomes harder to distinguish relevant infor-
mation from irrelevant information, signal from noise. We become
mindless consumers of data.

Difficulties in developing an understanding of a subject or a con-
cept appear to be “heavily determined by working memory load,”
writes Sweller, and the more complex the material we're trying to
learn, the greater the penalty exacted by an overloaded mind.* There
are many possible sources of cognitive overload, but two of the most
important, according to Sweller, are “extraneous problem-solving”
and “divided attention.” Those also happen to be two of the central
features of the Net as an informational medium. Using the Net may,

as Gary Small suggests, exercise the brain the way solving crossword
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puzzles does. But such intensive exercise, when it becomes our pri-
mary mode of thought, can impede deep learning and thinking. Try
reading a book while doing a crossword puzzle; that’s the intellec-

tual environment of the Internet.

BACK IN THE 1980s, when schools began investing heavily in com-
puters, there was much enthusiasm about the apparent advantages
of digital documents over paper ones. Many educators were con-
vinced that introducing hyperlinks into text displayed on computer
screens would be a boon to learning. Hypertext would, they argued,
strengthen students’ critical thinking by enabling them to switch
easily between different viewpoints. Freed from the lockstep read-
ing demanded by printed pages, readers would make all sorts of new
intellectual connections among diverse texts. The academic enthusi-
asm for hypertext was further kindled by the belief, in line with the
fashionable postmodern theories of the day, that hypertext would
overthrow the patriarchal authority of the author and shift power to
the reader. It would be a technology of liberation. Hypertext, wrote
the literary theorists George Landow and Paul Delany, can “provide
a revelation” by freeing readers from the “stubborn materiality” of
printed text. By “moving away from the constrictions of page-bound
technology,” it “provides a better model for the mind'’s ability to re-
order the elements of experience by changing the links of associa-
tion or determination between them.”?

By the end of the decade, the enthusiasm had begun to subside.
Research was painting a fuller, and very different, picture of the cog-
nitive effects of hypertext. Evaluating links and navigating a path
through them, it turned out, involves mentally demanding problem-
solving tasks that are extraneous to the act of reading itself. Deci-
phering hypertext substantially increases readers’ cognitive load and
hence weakens their ability to comprehend and retain what they're
reading. A 198 study showed that readers of hypertext often ended
up clicking distractedly “through pages instead of reading them
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carefully.” A 1990 experiment revealed that hypertext readers often
“could not remember what they had and had not read.” In another
study that same year, researchers had two groups of people answer
a series of questions by searching through a set of documents. One
group searched through electronic hypertext documents, while the
other searched through traditional paper documents. The group
that used the paper documents outperformed the hypertext group
in completing the assignment. In reviewing the results of these and
other experiments, the editors of a 1996 book on hypertext and cog-
nition wrote that, since hypertext “imposes a higher cognitive load
on the reader,” it's no surprise “that empirical comparisons between
paper presentation (a familiar situation) and hypertext (a new, cog-
nitively demanding situation) do not always favor hypertext.” But
they predicted that, as readers gained greater “hypertext literacy,”
the cognition problems would likely diminish.?

That hasn’t happened. Even though the World Wide Web has made
hypertext commonplace, indeed ubiquitous, research continues to
show that people who read linear text comprehend more, remember
more, and learn more than those who read text peppered with links.
In a 2001 study, two Canadian scholars asked seventy people to read
“The Demon Lover,” a short story by the modernist writer Elizabeth
Bowen. One group read the story in a traditional linear-text format; a
second group read a version with links, as you'd find on 2 Web page.
The hypertext readers took longer to read the story, yet in subse-
quent interviews they also reported more confusion and uncertainty
about what they had read. Three-quarters of them said that they had
difficulty following the text, while only one in ten of the linear-text
readers reported such problems. One hypertext reader complained,
“The story was very jumnpy. I don't know if that was caused by the
hypertext, but I made choices and all of a sudden it wasn't flowing
properly, it just kind of jumped to a new idea I didn't really follow.”

A second test by the same researchers, using a shorter and
more simply written story, Sean O'Faolain’s “The Trout,” produced

the same results. Hypertext readers again reported greater confu-
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sion following the text, and their comments about the story's plot
and imagery were less detailed and less precise than those of the
linear-text readers. With hypertext, the researchers concluded, “the
absorbed and personal mode of reading seems to be discouraged.”
The readers’ attention “was directed toward the machinery of the
hypertext and its functions rather than to the experience offered
by the story.”* The medium used to present the words obscured the
meaning of the words.

In another experiment, researchers had people sit at computers
and review two online articles describing opposing theories of learn-
ing. One article laid out an argument that “knowledge is objective”;
the other made the case that “knowledge is relative.” Each article was
set up in the same way, with similar headings, and each had links to
the other article, allowing a reader to jump quickly between the two
to compare the theories. The researchers hypothesized that people
who used the links would gain a richer understanding of the two
theories and their differences than would people who read the pages
sequentially, completing one before going on to the other. They were
wrong. The test subjects who read the pages linearly actually scored
considerably higher on a subsequent comprehension test than those
who clicked back and forth between the pages. The links got in the
way of learning, the researchers concluded.**:

Another researcher, Erping Zhu, conducted a different kind
of experiment that was also aimed at discerning the influence of
hypertext on comprehension. She had groups of people read the
same piece of online writing, but she varied the number of links
included in the passage. She then tested the readers’ comprehension
by asking them to write a summary of what they had read and com-
plete a multiple-choice test. She found that comprehension declined
as the number of links increased. Readers were forced to devote
more and more of their attention and brain power to evaluating the
links and deciding whether to click on them. That left less atten-

tion and fewer cognitive resources to devote to understanding what
they were reading. The experiment suggested a strong correlation
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“between the number of links and disorientation or cognitive over-
load,” wrote Zhu. “Reading and comprehension require establishing
relationships between concepts, drawing inferences, activating prior
knowledge, and synthesizing main ideas. Disorientation or cognitive
overload may thus interfere with cognitive activities of reading and
comprehension.”

In 2005, Diana DeStefano and Jo-Anne LeFevre, psychologists
with the Centre for Applied Cognitive Research at Canada’s Carleton
University, undertook a comprehensive review of thirty-eight past
experiments involving the reading of hypertext. Although not all
the studies showed that hypertext diminished comprehension, they
found “very little support” for the once-popular theory “that hyper-
text will lead to an enriched experience of the text.” To the con-
trary, the preponderance of evidence indicated that “the increased
demands of decision-making and visual processing in hypertext
impaired reading performance,” particularly when compared to
“traditional linear presentation.” They concluded that “many fea-
tures of hypertext resulted in increased cognitive load and thus

may have required working memory capacity that exceeded readers’
capabilities.”

THE WEB COMBINES the technology of hypertext with the tech-
nology of multimedia to deliver what's called “hypermedia.” It’s
not just words that are served up and electronically linked, but
also images, sounds, and moving pictures. Just as the pioneers of
hypertext once believed that links would provide a richer learn-
ing experience for readers, many educators also assumed that mul-
timedia, or “rich media,” as it's sometimes called, would deepen
comprehension and strengthen learning. The more inputs, the bet-
ter. But this assumption, long accepted without much evidence,
has also been contradicted by research. The division of attention
demanded by multimedia further strains our cognitive abilities,
diminishing our learning and weakening our understanding. When
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it comes to supplying the mind with the stuff of thought, more
can be less.

In a study published in the journal Media Psychology in 2007,
researchers recruited more than a hundred volunteers to watch
a presentation about the country of Mali played through a Web
browser on a computer. Some of the subjects watched a version of
the presentation that included only a series of text pages. Another
group watched a version that included, along with the pages of text, a
window in which an audiovisual presentation of related material was
streamed. The test subjects were able to stop and start the stream as
they wished.

After viewing the presentation, the subjects took a ten-question
quiz on the material. The text-only viewers answered an average
of 7.04 of the questions correctly, while the multimedia viewers
answered just §.98 correctly—a significant difference, according to
the researchers. The subjects were also asked a series of questions
about their perceptions of the presentation. The text-only readers
found it to be more interesting, more educational, more understand-
able, and more enjoyable than did the multimedia viewers, and the
multimedia viewers were much more likely to agree with the state-
ment “I did not learn anything from this presentation” than were the

text-only readers. The multimedia technologies so common to the
Web, the researchers concluded, “would seem to limit, rather than
enhance, information acquisition.”s

In another experiment, a pair of Cornell researchers divided a
class of students into two groups. One group was allowed to surf the
Web while listening to a lecture. A log of their activity showed that
they looked at sites related to the lecture’s content but also visited
unrelated sites, checked their e-mail, went shopping, watched vid-
eos, and did all the other things that people do online. The second
group heard the identical lecture but had to keep their laptops shut.
Immediately afterward, both groups took a test measuring how well
they could recall the information from the lecture. The surfers, the

researchers report, “performed significantly poorer on immediate
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measures of memory for the to-be-learned content.” It didn’t matter,
moreover, whether they surfed information related to the lecture or
completely unrelated content—they all performed poorly. When the
researchers repeated the experiment with another class, the results
were the same.*

Kansas State University scholars conducted a similarly realistic
study. They had a group of college students watch a typical CNN
broadcast in which an anchor reported four news stories while vari-
ous info-graphics flashed on the screen and a textual news crawl
ran along the bottom. They had a second group watch the same pro-
gramming but with the graphics and the news crawl stripped out.
Subsequent tests found that the students who had watched the mul-
timedia version remembered significantly fewer facts from the sto-
ries than those who had watched the simpler version. “It appears,”
wrote the researchers, “that this multimessage format exceeded
viewers’ attentional capacity.”

Supplying information in more than one form doesn’t always take
atoll on understanding. As we all know from reading illustrated text-
books and manuals, pictures can help clarify and reinforce written
explanations. Education researchers have also found that carefully
designed presentations that combine audio and visual explana-
tions or instructions can enhance students’ learning. The reason,
current theories suggest, is that our brains use different channels
for processing what we see and what we hear. As Sweller explains,
“Auditory and visual working memory are separate, at least to some
extent, and because they are separate, effective working memory
may be increased by using both processors rather than one.” As a
result, in some cases “the negative effects of split attention might be
ameliorated by using both auditory and visual modalities”—sounds
and pictures, in other words.? The Internet, however, wasn’t built by
educators to optimize learning. It presents information not in a care-
fully balanced way but as a concentration-fragmenting mishmash.

The Net is, by design, an interruption system, a machine geared
for dividing attention. That's not only a result of its ability to display
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many different kinds of media simultaneously. It's also a result of
the ease with which it can be programmed to send and receive mes-
sages. Most e-mail applications, to take an obvious example, are set
up to check automatically for new messages every five or ten min-
utes, and people routinely click the “check for new mail” button
even more frequently than that. Studies of office workers who use
computers reveal that they constantly stop what they're doing to read
and respond to incoming e-mails. It's not unusual for them to glance
at their in-box thirty or forty times an hour (though when asked how
frequently they look, they’ll often give a much lower figure).*s Since
each glance represents a small interruption of thought, a momentary
redeployment of mental resources, the cognitive cost can be high.
Psychological research long ago proved what most of us know from
experience: frequent interruptions scatter our thoughts, weaken our
memory, and make us tense and anxious. The more complex the
train of thought we're involved in, the greater the impairment the
distractions cause.®®

Beyond the influx of personal messages—not only e-mail but also
instant messages and text messages—the Web increasingly supplies
us with all manner of other automated notifications. Feed readers
and news aggregators let us know whenever a new story appears at
a favorite publication or blog. Social networks alert us to what our
friends are doing, often moment by moment. Twitter and other
microblogging services tell us whenever one of the people we “fol-
low” broadcasts a new message. We can also set up alerts to monitor
shifts in the value of our investments, news reports about partic-
ular people or events, updates to the software we use, new videos
uploaded to YouTube, and so forth, Depending on how many infor-
mation streams we subscribe to and the frequency with which they
send out updates, we may field a dozen alerts an hour, and for the
most connected among us, the number can be much higher. Each of
them is a distraction, another intrusion on our thoughts, another bit
of information that takes up precious space in our working memory.

Navigating the Web requires a particularly intensive form of men-
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tal multitasking. In addition to flooding our working memory with
information, the juggling imposes what brain scientists call “switch-
ing costs” on our cognition. Every time we shift our attention, our
brain has to reorient itself, further taxing our mental resources. As
Maggie Jackson explains in Distracted, her book on multitasking,
“the brain takes time to change goals, remember the rules needed
for the new task, and block out cognitive interference from the pre-
vious, still-vivid activity.”s* Many studies have shown that switching
between just two tasks can add substantially to our cognitive load,
impeding our thinking and increasing the likelihood that we'll over-
look or misinterpret important information. In one simple experi-
ment, a group of adults was shown a series of colored shapes and
asked to make predictions based on what they saw. They had to per-
form the task while wearing headphones that played a series of beeps.
In one trial, they were told to ignore the beeps and just concentrate
on the shapes. In a second trial, using a different set of visual cues,
they were told to keep track of the number of beeps. After each go-
through, they completed a test that required them to interpret what
they had just done. In both trials, the subjects made predictions
with equal success. But after the multitasking trial, they had a much
harder time drawing conclusions about their experience. Switching
between the two tasks short-circuited their understanding; they got
the job done, but they lost its meaning. “Our results suggest that
learning facts and concepts will be worse if you learn them while
you're distracted,” said the lead researcher, UCLA psychologist Rus-
sell Poldrack.s* On the Net, where we routinely juggle not just two
but several mental tasks, the switching costs are all the higher.

It's important to emphasize that the Net's ability to monitor
events and automatically send out messages and notifications is
one of its great strengths as a communication technology. We rely
on that capability to personalize the workings of the system, to pro-
gram the vast database to respond to our particular needs, interests,
and desires. We want to be interrupted, because each interruption

brings us a valuable piece of information. To turn off these alerts
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is to risk feeling out of touch, or even socially isolated. The near-
continuous stream of new information pumped out by the Web also
plays to our natural tendency to “vastly overvalue what happens to
us right now,” as Union College psychologist Christopher Chabris
explains. We crave the new even when we know that “the new is
more often trivial than essential."3

And so we ask the Internet to keep interrupting us, in ever more
and different ways. We willingly accept the loss of concentration
and focus, the division of our attention and the fragmentation of our
thoughts, in return for the wealth of compelling or at least divert-
ing information we receive. Tuning out is not an option many of us
would consider.

IN 1879, A French ophthalmologist named Louis Emile Javal discov-
ered that when people read, their eyes don't sweep across the words in
a perfectly fluid way. Their visual focus advances in little jumps, called
saccades, pausing briefly at different points along each line. One of
Javal’s colleagues at the University of Paris soon made another dis-
covery: that the pattern of pauses, or “eye fixations,” can vary greatly
depending on what's being read and who's doing the reading. In the
wake of these discoveries, brain researchers began to use eye-tracking
experiments to learn more about how we read and how our minds
work. Such studies have also proven valuable in providing further
insights into the Net's effects on attention and cognition.

In 2006, Jakob Nielsen, a longtime consultant on the design of
Web pages who has been studying online reading since the 1ggos,
conducted an eye-tracking study of Web users. He had 232 people
wear a small camera that tracked their eye movements as they read
pages of text and browsed other content. Nielsen found that hardly
any of the participants read online text in a methodical, line-by-line
way, as they'd typically read a page of text in a book. The vast major-
ity skimmed the text quickly, their eyes skipping down the page in

a pattern that resembled, roughly, the letter F. They'd start by glanc-
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ing all the way across the first two or three lines of text. Then their
eyes would drop down a bit, and they'd scan about halfway across a
few more lines. Finally, they'd let their eyes cursorily drift a little
farther down the left-hand side of the page. This pattern of online
reading was confirmed by a subsequent eye-tracking study carried
out at the Software Usability Research Laboratory at Wichita State
University.3+

“F,” wrote Nielsen, in summing up the findings for his clients,
is “for fast. That’s how users read your precious content. In a few
seconds, their eyes move at amazing speeds across your website's
words in a pattern that's very different from what you learned in
school.™5 As a complement to his eye-tracking study, Nielsen ana-
lyzed an extensive database on the behavior of Web users that had
been compiled by a team of German researchers. They had moni-
tored the computers of twenty-five people for an average of about
a hundred days each, tracking the time the subjects spent looking
at some fifty thousand Web pages. Parsing the data, Nielsen found
that as the number of words on a page increases, the time a visi-
tor spends looking at the page goes up, but only slightly. For every
hundred additional words, the average viewer will spend just 4.4
more seconds perusing the page. Since even the most accomplished
reader can read only about eighteen words in 4.4 seconds, Nielsen
told his clients, “when you add verbiage to a page, you can assume
that customers will read 18% of it.” And that, he cautioned, is almost
certainly an overstatement. It's unlikely that the people in the study
were spending all their time reading; they were also probably glanc-
ing at pictures, videos, advertisements, and other types of content.:®

Nielsen’s analysis backed up the conclusions of the German
researchers themselves. They had reported that most Web pages are
viewed for ten seconds or less. Fewer than one in ten page views
extend beyond two minutes, and a significant portion of those
seem to involve “unattended browser windows . . . left open in the
background of the desktop.” The researchers observed that “even
new pages with plentiful information and many links are regularly
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viewed only for a brief period.” The results, they said, “confirm that
browsing is a rapidly interactive activity."” The results also reinforce
something that Nielsen wrote in 1997 after his first study of online
reading. “How do users read on the web?” he asked then. His suc-
cinct answer: “They don't.”

Web sites routinely collect detailed data on visitor behavior, and
those statistics underscore just how quickly we leap between pages
when we're online. Over a period of two months in 2008, an Israeli
company named ClickTale, which supplies software for analyzing
how people use corporate Web pages, collected data on the behav-
ior of a million visitors to sites maintained by its clients around
the world. It found that in most countries people spend, on aver-
age, between nineteen and twenty-seven seconds looking at a page
before moving on to the next one, including the time required for
the page to load into their browser’s window. German and Canadian
surfers spend about twenty seconds on each page, U.S. and U.K. surf-
ers spend about twenty-one seconds, Indians and Australians spend
about twenty-four seconds, and the French spend about twenty-five
seconds.?¥ On the Web, there is no such thing as leisurely browsing.
We want to gather as much information as quickly as our eyes and
fingers can move.

That’s true even when it comes to academic research. As part of
a five-year study that ended in early 2008, a group from University
College London examined computer logs documenting the behavior
of visitors to two popular research sites, one operated by the Brit-
ish Library and one by a UK. educational consortium. Both sites
provided users with access to journal articles, e-books, and other
sources of written information. The scholars found that people
using the sites exhibited a distinctive “form of skimming activity” in
which they’d hop quickly from one source to another, rarely return-
ing to any source they had already visited. They'd typically read, at
most, one or two pages of an article or book before “bouncing out”

to another site. “It is clear that users are not reading online in the
traditional sense,” the authors of the study reported; “indeed there
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are signs that new forms of ‘reading’ are emerging as users ‘power
browse’ horizontally through titles, contents pages and abstracts
going for quick wins. It almost seems that they go online to avoid
reading in the traditional sense.”+

The shift in our approach to reading and research seems to be an
inevitable consequence of our reliance on the technology of the Net,
argues Merzenich, and it bespeaks a deeper change in our think-
ing. “There is absolutely no question that modern search engines
and cross-referenced websites have powerfully enabled research and
communication efficiencies,” he says. “There is also absolutely no
question that our brains are engaged less directly and more shal-
lowly in the synthesis of information when we use research strat-
egies that are all about ‘efficiency, 'secondary (and out-of-context)
referencing,’ and ‘once over, lightly.' "+

The switch from reading to power-browsing is happening very
quickly. Already, reports Ziming Liu, a library science professor
at San José State University, “the advent of digital media and the
growing collection of digital documents have had a profound impact
on reading.” In 2003, Liu surveyed 113 well-educated people—
engineers, scientists, accountants, teachers, business managers,
and graduate students, mainly between thirty and forty-five years
old—to gauge how their reading habits had changed over the preced-
ing ten years. Nearly eighty-five percent of the people reported that
they were spending more time reading electronic documents. When
asked to characterize how their reading practices have changed,
eighty-one percent said that they were spending more time “brows-
ing and scanning,” and eighty-two percent reported that they were
doing more “non-linear reading.” Only twenty-seven percent said
that the time they devoted to “in-depth reading” was on the rise,
while forty-five percent said it was declining. Just sixteen percent
said they were giving more “sustained attention” to reading; fifty
percent said they were giving it less “sustained attention.”

The findings, said Liu, indicate that “the digital environment

tends to encourage people to explore many topics extensively, but at
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a more superficial level,” and that “hyperlinks distract people from
reading and thinking deeply.” One of the participants in the study
told Liu, “I find that my patience with reading long documents is
decreasing. I want to skip ahead to the end of long articles.” Another
said, “1 skim much more [when reading] html pages than I do with
printed materials.” It’s quite clear, Liu concluded, that with the flood
of digital text pouring through our computers and phones, “people
are spending more time on reading” than they used to. But it's
equally clear that it's a very different kind of reading. A "screen-based
reading behavior is emerging,” he wrote, which is characterized by
“browsing and scanning, keyword spotting, one-time reading, [and]
non-linear reading.” The time “spent on in-depth reading and con-
centrated reading” is, on the other hand, falling steadily.+*

There’s nothing wrong with browsing and scanning, or even
power-browsing and power-scanning. We've always skimmed news-
papers more than we've read them, and we routinely run our eyes
over books and magazines in order to get the gist of a piece of writ-
ing and decide whether it warrants more thorough reading. The abil-
ity to skim text is every bit as important as the ability to read deeply.
What is different, and troubling, is that skimming is becoming our
dominant mode of reading. Once a means to an end, a way to iden-
tify information for deeper study, scanning is becoming an end in
itself—our preferred way of gathering and making sense of informa-
tion of all sorts. We've reached the point where a Rhodes Scholar
like Florida State’s Joe O’Shea—a philosophy majer, no less—is com-
fortable admitting not only that he doesn't read books but that he
doesn't see any particular need to read them. Why bother, when you
can Google the bits and pieces you need in a fraction of a second?
What we're experiencing is, in a metaphorical sense, a reversal of
the early trajectory of civilization: we are evolving from being culti-
vators of personal knowledge to being hunters and gatherers in the

electronic data forest.
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THERE ARE COMPENSATIONS. Research shows that certain cognitive
skills are strengthened, sometimes substantially, by our use of com-
puters and the Net. These tend to involve lower-level, or more primi-
tive, mental functions such as hand-eye coordination, reflex response,
and the processing of visual cues. One much-cited study of video
gaming, published in Nature in 2003, revealed that after just ten days
of playing action games on computers, a group of young people had
significantly increased the speed with which they could shift their
visual focus among different images and tasks. Veteran game players
were also found to be able to identify more items in their visual field
than novices could. The authors of the study concluded that “although
video-game playing may seem to be rather mindless, it is capable of
radically altering visual attentional processing.”

While experimental evidence is sparse, it seems only logical that
Web searching and browsing would also strengthen brain func-
tions related to certain kinds of fast-paced problem solving, particu-
larly those involving the recognition of patterns in a welter of data.
Through the repetitive evaluation of links, headlines, text snippets,
and images, we should become more adept at quickly distinguish-
ing among competing informational cues, analyzing their salient
characteristics, and judging whether they'll have practical benefit
for whatever task we're engaged in or goal we're pursuing. One Brit-
ish study of the way women search for medical information online
indicated that the speed with which they were able to assess the
probable value of a Web page increased as they gained familiarity
with the Net.+# It took an experienced browser only a few seconds to
make an accurate judgment about whether a page was likely to have
trustworthy information.

Other studies suggest that the kind of mental calisthenics we
engage in online may lead to a small expansion in the capacity of our
working memory.# That, too, would help us to become more adept at
juggling data. Such research “indicates that our brains learn to swiftly

focus attention, analyze information, and almost instantaneously

decide on a go or no-go decision,” says Gary Small. He believes that
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as we spend more time navigating the vast quantity of information
available online, “many of us are developing neural circuitry that is
customized for rapid and incisive spurts of directed attention."s® As
we practice browsing, surfing, scanning, and multitasking, our plastic
brains may well become more facile at those tasks.

The importance of such skills shouldn't be taken lightly. As our
work and social lives come to center on the use of electronic media,
the faster we're able to navigate those media and the more adroitly
we're able to shift our attention among online tasks, the more valu-
able we’re likely to become as employees and even as friends and
colleagues. As the writer Sam Anderson put it in “In Defense of Dis-
traction,” a 2009 article in New York magazine, “Our jobs depend
on connectivity” and “our pleasure-cycles—no trivial matter—are
increasingly tied to it.” The practical benefits of Web use are many,
which is one of the main reasons we spend so much time online.
“It's too late,” argues Anderson, “to just retreat to a quieter time.”+

He’s right, but it would be a serious mistake to look narrowly at
the Net's benefits and conclude that the technology is making us
more intelligent. Jordan Grafman, head of the cognitive neurosci-
ence unit at the National Institute of Neurological Disorders and
Stroke, explains that the constant shifting of our attention when
we're online may make our brains more nimble when it comes to
multitasking, but improving our ability to multitask actually ham-
pers our ability to think deeply and creatively. “Does optimizing
for multitasking result in better functioning-——that is, creativity,
inventiveness, productiveness? The answer is, in more cases than
not, no,” says Grafman. “The more you multitask, the less delibera-
tive you become; the less able to think and reason out a problem.”
You become, he argues, more likely to rely on conventional ideas
and solutions rather than challenging them with original lines of
thought.® David Meyer, a Univeréity of Michigan neuroscientist and
one of the leading experts on multitasking, makes a similar point.
As we gain more experience in rapidly shifting our attention, we

may “overcome some of the inefficiencies” inherent in multitasking,
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he says, “but except in rare circumstances, you can train until you're
blue in the face and you'd never be as good as if you just focused
on one thing at a time.”+ What we're doing when we multitask “is
learning to be skillful at a superficial level."s> The Roman philoso-
pher Seneca may have put it best two thousand years ago: "To be
everywhere is to be nowhere."s!

In an article published in Science in early 2009, Patricia Green-
field, a prominent developmental psychologist who teaches at UCLA,
reviewed more than fifty studies of the effects of different types of
media on people’s intelligence and learning ability. She concluded
that “every medium develops some cognitive skills at the expense
of others.” Our growing use of the Net and other screen-based tech-
nologies has led to the “widespread and sophisticated development
of visual-spatial skills.” We can, for example, rotate objects in our
minds better than we used to be able to. But our “new strengths in
visual-spatial intelligence” go hand in hand with a weakening of our
capacities for the kind of “deep processing” that underpins “mindful
knowledge acquisition, inductive analysis, critical thinking, imagi-
nation, and reflection.”* The Net is making us smarter, in other
words, only if we define intelligence by the Net’s own standards. If
we take a broader and more traditional view of intelligence—if we
think about the depth of our thought rather than just its speed—we
have to come to a different and considerably darker conclusion.

Given our brain’s plasticity, we know that our online habits con-
tinue to reverberate in the workings of our synapses when we're not
online. We can assume that the neural circuits devoted to scanning,
skimming, and multitasking are expanding and strengthening,
while those used for reading and thinking deeply, with sustained
concentration, are weakening or eroding. In 2009, researchers from
Stanford University found signs that this shift may already be well
under way. They gave a battery of cognitive tests to a ‘group of heavy
media multitaskers as well as a group of relatively light multitaskers.
They found that the heavy multitaskers were much more easily dis-

tracted by “irrelevant environmental stimuli,” had significantly less
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control over the contents of their working memory, and were in gen-
eral much less able to maintain their concentration on a particular
task. Whereas the infrequent multitaskers exhibited relatively strong
“top-down attentional control,” the habitual multitaskers showed “a
greater tendency for bottom-up attentional control,” suggesting that
“they may be sacrificing performance on the primary task to let in
other sources of information.” Intensive multitaskers are “suckers
for irrelevancy,” commented Clifford Nass, the Stanford professor
who led the research. “Everything distracts them.”s3 Michael Mer-
zenich offers an even bleaker assessment. As we multitask online,
he says, we are “training our brains to pay attention to the crap.” The
consequences for our intellectual lives may prove “deadly.”

The mental functions that are losing the “survival of the busiest”
brain cell battle are those that support calm, linear thought—the
ones we use in traversing a lengthy narrative or an involved argu-
ment, the ones we draw on when we reflect on our experiences or
contemplate an outward or inward phenomenon. The winners are
those functions that help us speedily locate, categorize, and assess
disparate bits of information in a variety of forms, that let us main-
tain our mental bearings while being bombarded by stimuli. These
functions are, not coincidentally, very similar to the ones performed
by computers, which are programmed for the high-speed transfer of
data in and out of memory. Once again, we seem to be taking on the
characteristics of a popular new intellectual technology.

ON THE EVENING of April 18, 1775, Samuel Johnson accompanied
his friends James Boswell and Joshua Reynolds on a visit to Richard
Owen Cambridge's grand villa on the banks of the Thames outside
London. They were shown into the library, where Cambridge was
waiting to meet them, and after a brief greeting Johnson darted to
the shelves and began silently reading the spines of the volumes
arrayed there. “Dr. Johnson,” said Cambridge, “it seems odd that
one should have such a desire to look at the backs of books.” John-
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son, Boswell would later recall, “instantly started from his reverie,
wheeled about, and replied, 'Sir, the reason is very plain. Knowledge
is of two kinds. We know a subject ourselves, or we know where we
can find information upon it.""ss

The Net grants us instant access to a library of information
unprecedented in its size and scope, and it makes it easy for us to
sort through that library—to find, if not exactly what we were look-
ing for, at least something sufficient for our immediate purposes.
What the Net diminishes is Johnson’s primary kind of knowledge:
the ability to know, in depth, a subject for ourselves, to construct
within our own minds the rich and idiosyncratic set of connections
that give rise to a singular intelligence.
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how prescient Weizenbaum had been when, decades ago, he warned
that as we grow more accustomed to and dependent on our com-
puters we will be tempted to entrust to them “tasks that demand
wisdom.” And once we do that, there will be no turning back. The
software will become indispensable to those tasks.

The seductions of technology are hard to resist, and in our age of
instant information the benefits of speed and efficiency can seem
unalloyed, their desirability beyond debate. But I continue to hold
out hope that we won't go gently into the future our computer engi-
neers and software programmers are scripting for us. Even if we
don't heed Weizenbaum's words, we owe it to ourselves to consider
them, to be attentive to what we stand to lose. How sad it would
be, particularly when it comes to the nurturing of our children’s
minds, if we were to accept without question the idea that *human
elements” are outmoded and dispensable.

The Edexcel story also stirred, once again, my memory of that
scene at the end of 2001 It’s a scene that has haunted me ever since
1 first saw the film as a teenager back in the 1970s, in the midst of
my analogue youth. What makes it so poignant, and so weird, is the
computer’s emotional response to the disassembly of its mind: its
despair as one circuit after another goes dark, its childlike pleading
with the astronaut—"I can feel it. I can feel it. I'm afraid”"—and its
final reversion to what can only be called a state of innocence. HALs
outpouring of feeling contrasts with the emotionlessness that char-
acterizes the human figures in the film, who go about their busi-
ness with an almost robotic efficiency. Their thoughts and actions
feel scripted, as if they're following the steps of an algorithm. In the
world of 2001, people have become so machinelike that the most
human character turns out to be a machine. That's the essence of
Kubrick's dark prophecy: as we come to rely on computers to medi-
ate our understanding of the world, it is our own intelligence that
flattens into artificial intelligence.

Afterword to the Second Edition

THE MOST INTERESTING THING IN
THE WORLD

arketing slogans don’t normally assume the power of

prophecy, but the one beamed onto a screen behind Steve

- Jobs the morning of January g, 2007, was an exception.

The Apple CEO, ebullient despite his long struggle with pancreatic

cancer, was more than an hour into his keynote address at the annual

Macworld trade show in San Francisco's Moscone Convention Cen-

ter. He had reached the talk’s climax—the unveiling of Apple’s latest

gadget, a sleek handheld computer called the iPhone. It's “a revolu-

tionary product,” he told the rapt audience. It “changes everything.”

And then a slide appeared with a striking, twenty-foot-tall image of

the new phone. Wrapped around the picture was the prescient tag-
line: “Your life in your pocket.”

Not even Jobs grasped how thoroughly the iPhone would recast
our daily routines. “What's the killer app?” he asked the crowd. “The
killer app is making calls!” To Jobs, the iPhone was a sexy, tricked-
out version of the commonplace cell phone. But making calls would
turn out to be the least consequential of its features. What really
mattered were its powerful operating system, its versatile touch-
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screen, and its always-available network connection, the combina-
tion of which enabled it to run a much greater variety of software
than had been possible with earlier mobile devices. The iPhone did
turn out to be the future of the cell phone, but it also turned out
to be the future of the personal computer. Within a few years, the
smartphone had replaced the desktop and the laptop as the general
public’s preferred data-processing machine. By delivering a never-
ending stream of information into the hands of the masses, the
iPhone and its kin completed what the Internet had begun: the con-
solidation of communications, computing, and media into a single
industry—and onto a single device.

The original iPhone went on sale in June of 2007, a few months
after Jobs’s speech. That was also, by happenstance, when I began the
research that would culminate, three years later, with the publica-
tion of this book. Although the first edition of The Shallows includes
several references to the iPhone and other smartphones, the story it
tells is set in a time when desktops and laptops still defined people’s
conception of computing and framed their experience of the Inter-
net. Even social networks like Facebook, LinkedIn, and Twitter were
accessed almost exclusively through Web sites ten years ago. The
apps we now download by the billions had yet to take hold.

That world feels distant now. To the young, who have grown up
with phones in their hands, it must seem utterly foreign—Ilike a
world without cars or indoor plumbing. Jobs may not have antici-
pated the full extent of the iPhone’s impact, but he got the “revolu-
tionary” part right. Along with the attendant growth of social media,
the proliferation of smartphones—more than 10 billion have been

sold—has had a sweeping influence on almost every aspect of life
and culture. It has given a new texture and tempo to our days. It has
upset social norms and relations. It has reshaped the public square
and the political arena. And it has allowed a handful of companies
to hold sway over what we see, what we do, and how we express

ourselves.
Jobs was mistaken, though, to suggest that the iPhone would
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change everything. When it comes to how we think—the central
subject of this book—smartphones and their apps have reinforced
the status quo of the digital age, not upended it. They have ampli-
fied and accelerated all the psychological and cognitive trends I
described in the preceding pages. A review of the sociological and
scientific research that has appeared over the last decade—some of
it inspired by The Shallows—makes that clear.

PEOPLE WERE SPENDING a ot of time looking at screens in 2010,
Today, they're spending a lot more. According to the latest install-
ment of the Nielsen Company's long-running media-use survey, the
average American adult can now be found gazing into an electronic
screen—television, computer, or phone—a whopping nine hours and
forty-five minutes a day. That’s up more than an hour and a half from
five years ago.' Astounding as they are, the Nielsen figures appear to
understate actual screen time considerably, as the company excludes
from its survey “non-media” computer activities—pretty much any-
thing that doesn't involve a Web browser or a social-media app. Once
those tasks are taken into account, it becomes evident that Ameri-
cans now spend at least half their waking hours looking at screens.
As screens command more of our attention, less remains for
everything else. Quieter, more solitary pastimes—reading for plea-
sure, notably— continue to be the most vulnerable to being crowded
out by digital diversions. The time Americans devote to leisure read-
ing dropped to sixteen minutes a day in 2018 from an already paltry
twenty minutes in 2008, according to the Bureau of Labor Statistics'
annual time-use survey.! Remove the elderly from the picture, and daily
reading time drops to about six minutes—less than three-quarters of
an hour a week. There are still plenty of readers around, but curling up
with a book is losing its place in the general culture.? It's becoming a
quaint pursuit, like ballroom dancing or darts.

The recent rise in screen time is the direct result of the explo-

sion in smartphone use. People who own smartphones—around
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eighty percent of adults and more than ninety-five percent of young
adults—use their phones between four and six hours a day on ave-r-
age, according to the latest statistics. In one study, c‘ondjuctetillz
2015 at the University of Lincoln in England, psychologists insta ed
tracking software on the smartphones of twenty-three students an
staff members and monitored all activity over two weeks.¢ The study
participants were on their phones an average of 5.05 hot‘lrls a day.
That's a large amount of time, but how those hours were d%v1ded ‘up
is even more revealing. The participants used their phone eighty-five
times a day on average—a number in line with data that Apple Illas
released on iPhone use>—and most of those interactions were brief,
the majority lasting less than thirty seconds. Phone owners t.e?d
to check their devices impulsively throughout the day, the activity
logs showed, from the moment they wake up to the“moment tht;y
go to bed. Smartphone use has become so “habitual,” the researc' -
ers wrote, that “people have little awareness of the frequency with
which they check their phone.”

None of this comes as a surprise. It confirms what most of us
know from experience. But the study and others like it are revelatory
nonetheless. They throw into high relief the fact that the smartphone
is something new in the world. Never before has a mfadia gadget, or
any other piece of technology, been so entangled with our dag—to-
day and even minute-by-minute existence. Contrast th.e smartp- c?ne
with the TV. People always spent a lot of time watching television
(and still do), but traditional TV viewing was concentrated at par-
ticular times—evenings, especially. It didn’t extend throughout the
day. People weren't carrying TVs in their pockets and- pul?mg t?em
out every few minutes. With smartphones, all time is prime time.

Because the gadgets are always at hand—whether we're at h(?me. at
work, at school, or walking down the street—they are always intrud-

ing on our thoughts. .
As smartphone use intensified after 2010, many scientists began

to study the cognitive and emotional effects. Their initial findings
reinforced what had already been discovered about the Internet's
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power to distract the mind, scatter attention, and breed anxiety.
If you use your phone while doing something else—driving a car,
say, or studying for an exam—your performance will suffer. But the
research also revealed that our phones routinely disrupt our think-
ing even when we're not using them, when they're tucked away in a
pocket or a purse. That's a consequence of the dozens of alerts and
notifications a typical smartphone emits over the course of a day. In
a 2015 Florida State University study, psychologists found that when
people’s phones beep or buzz while they're in the middle of a challeng-
ing task, their focus wavers and their work gets sloppier—whether they
check the phone or not.* Another 201 5 study, published in the journal
of Computer-Mediated Communication, showed that when people hear
their phone ring but are unable to answerit, their blood pressure spikes,

their pulse quickens, and their problem-solving skills weaken? A 2016
experiment by a University of Virginia psychologist and two colleagues
revealed that phone notifications produce symptoms of hyperactivity
and absentmindedness similar to those that afflict people with atten-
tion deficit disorders.?

The early findings were troubling, but they only hinted at the
fraught symbiosis that was developing between minds and phones.
In 2017, we got a fuller picture. A team of four cognitive and behav-
ioral psychologists, led by Adrian Ward of the University of Texas at
Austin and including Kristen Duke and Ayelet Gneezy of the Uni-
versity of California at San Diego and Harvard’s Maarten Bos, pub-
lished an article called “Brain Drain” in the April issue of the Journal
of the Association for Consumer Research. It described the results of
an ingenious experiment involving more than 500 undergraduates
at UCSD. The students were given two standard tests of intellectual
acuity. One gauged “working memory capacity,” the mind’s ability
to focus its cognitive power on a task. The second assessed “fluid
intelligence,” the mind's ability to interpret and solve an unfamil-
iar problem. The only variable in the experiment was the location
of the subjects’ smartphones. Some of the students were asked to

place their phones on their desks, screen side down; others were told
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to stow their phones in their pockets or handbags; still others were
required to leave their phones in a different room. [nall cases‘. the
phones were put into do-not-disturb mode, so they would neither
ring nor vibrate during the exercise. .

The results were striking. In both tests, the subjects whose
phones were in view posted the worst scores, while those who left
their phones in a different room did the best. The studentsl who
kept their phones in their pockets or bags came out in the middle.
As the phone's proximity increased, brainpower decreased. It was’
as if the smartphones had force fields that sapped their owner.s
intelligence. In subsequent interviews, nearly all the studen,ts said
that their phones hadn't been a distraction—that they hadn’t e-zven
thought about the devices during the experiment. They remained
oblivious even as the phones muddled their thinking. A follow-up
experiment, with nearly 300 participants, produced similar result.s.
It also revealed that the more heavily the students relied on their
phones in their everyday lives, the greater the cognitive penalty they
suffered when their phones were nearby.

In summing up the findings, Ward and his coauthors wrote that
the “integration of smartphones into daily life” appears to caus.e a
“brain drain” that diminishes such vital mental skills as “learning,
logical reasoning, abstract thought, problem solvin‘g, and creativ-
ity.” Smartphones have become so tied up in our lives that, even
when we're not peering or pawing at them, they tug at our atten-
tion, diverting precious cognitive resources. Just suppressing the
desire to check a phone, which we do routinely and subconsciously
throughout the day, can debilitate our thinking, the authors noted.
The fact that most of us now habitually keep our phones “nearby and
in sight” only magnifies the toll. |

The "Brain Drain” study's findings are consistent with other
published research. In a similar but smaller 2014 study, psycholo-
gists at the University of Southern Maine found that people vxfho
had their phones in view, albeit turned off, during two demanding

tests of attention and cognition made significantly more errors than
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did a control group whose phones remained out of sight.'> When the
researchers gave the participants a set of easier tests, however, they
found that the two groups performed about the same. That makes
sense. If our minds aren't being taxed, we can spare the cognitive
capacity that our phones siphon off. It's when we need to be smart
that our phones dumb us down.

Because learning requires strong mental focus and exertion, stu-
dents are especially susceptible to the brain-depleting effects of
smartphones. A 2017 experiment at the University of Arkansas at
Monticello examined how phones affected undergraduates’ under-
standing and retention of information in a large lecture class.” The
researchers found that students who didn’t bring their phones to the
classroom scored a full letter grade higher on a test of the material
presented than those who had their phones with them. It didn't mat-
ter whether the students who had their phones used them or not:
All of them scored equally poorly. A 2016 survey of nearly a hundred
high schools in Britain found that when schools ban smartphones,
students’ examination scores go up substantially, with the weakest
students benefiting the most.”?

Itisn’t just our reasoning that takes a hit when phones are around.
Our social skills and relationships appear to suffer as well. Because
smartphones serve as constant reminders of all the friends we could
be exchanging messages with electronically, they pull at our minds
when we're talking with someone in person. Conversations become
shallower and less satisfying. In a 2013 study conducted at Britain's
University of Essex, 142 people were divided into pairs and asked to
converse in private for ten minutes. Half talked with a phone in the
room, half without. The participants were then given tests of affin-
ity, trust, and empathy. “The mere presence of mobile phones,” the
researchers reported, “inhibited the development of interpersonal
closeness and trust” and diminished “the extent to which individu-
als felt empathy and understanding from their partners.” The effects
were strongest when “a personally meaningful topic” was being
discussed.’* The findings were validated in a subsequent and more
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realistic experiment, conducted by Virginia Tech professors, that

involved observing 200 people chatting in coffee shops and cafes.'+

THE EVIDENCE THAT our phones get inside our heads with such dis-
ruptive force is unsettling. It suggests that our thoughts and feelings,
far from being sheltered in our skulls, can be skewed by outside forces
we're not even aware of. But however uncanny, the findings fit with
what neuroscientists have discovered about the way the mind accom-
plishes one of its central functions: deciding what to pay attention to.
At every instant of the day, our nervous system is bombarded
by stimuli that may be worthy of our attention—objects in our
field of view, sounds and scents, people we know and people we
don't know, ideas and memories, emotions, bodily sensations.
From the near-infinite welter of possibilities, the mind has
to choose a target. This enormously complicated, enormously
important task—nothing so determines our thoughts and behav-
ior as the distribution of our attention—is accomplished through
a neural system called the salience network. Spanning many areas
of the brain, from the subcortical limbic system that regulates
basic drives and feelings to the frontal cortex that guides con-
scious decision-making, the salience network is, in the words of
Stanford behavioral scientist Vinod Menon, “the interface of the
cognitive, homeostatic, motivational, and affective systems of the
human brain."* It is, to put it another way, the orchestrator of the
self.

In selecting targets of attention, the network gives priority to four
types of stimuli: those that are novel or unexpected, those that are
pleasurable or otherwise rewarding, those that are personally rele-
vant, and those that are emotionally engaging.'® These are exactly the
kinds of stimuli our smartphones supply—all the time and in abun-
dance. Refreshing their contents continuously, our phones are fonts

of new and surprising information. Our phones give us stimulation

and gratification whenever we check them, triggering releases of the -
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pleasure-producing neurotransmitter dopamine.'” Because they are
deeply personal repositories of photos and messages, our phones are
always of immediate relevance to us. And our phones are emotion-
ally charged. They send and receive signals of our social status, and
they flood us with information on the people, events, and subjects
We care most about. Imagine combining a mailbox, a newspaper, a
TV, a radio, a photo album, a public library, a personal diary, and
a boisterous party attended by everyone you know, and then com-
pressing them all into a single, small, radiant object. That's what a
smartphone represents to us.

Media and communication devices, from telephones to television
sets, have always been captivating. Whether turned on or switched
off, in use or idle, they promise an unending supply of interesting
information and diverting experiences. By design, they seize and
hold our attention in ways natural objects never could. But even in
the long history of mesmerizing media, the smartphone stands out.
It’s an attention magnet unlike any our minds have had to grapple
with before. It acts as what Ward calls a “supernormal stimulus” that
is able to "hijack” attention whenever it's part of the surroundings—
and it’s always part of the surroundings.”® With the smartphone, the
human race has succeeded in creating the most interesting thing in
the world. No wonder we can't take our minds off it.

Facebook and other social media companies have been adept
at extending and exploiting the smartphone’s colonization of the
salience network. Building on Google's practice of exhaustive,
clandestine behavioral testing, they have designed their apps to
be as addictive as possible. The seemingly innocuous features we
now take for granted on social media—the “like” and “heart” but-
tons that signal appreciation and affection, the swipe gestures that
refresh the screen with new information, the “streak” counts that
tally exchanges with friends, the infinite scrolls of stuff—are varia-
tions on psychological-conditioning techniques pioneered by slot-
machine makers.' They promise emotional and social rewards, and
they deliver those rewards in an unpredictable fashion. We're never
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sure exactly what will happen when we touch the screen, but we
know we might like it. So, like compulsive gamblers, we keep com-
ing back for more.

Social networks, Facebook’s first president, Sean Parker, now
admits, were designed from the start to exploit “a vulnerability in
human psychology.” He, his colleague Mark Zuckerberg, and other
architects of the systems “understood this consciously, and we did it
anyway."* “You don't realize it,” another former Facebook executive,
Chamath Palihapitiya, says, “but you are being programmed.”* The
goal of the programming is to maximize “time-on-device”—a term
common to both Las Vegas and Silicon Valley. The Internet industry
may have begun in idealism, but it's now powered by a manipula-
tive and very lucrative feedback loop. The more we use our phones,
the more data social-media companies amass on the way our minds
respond to stimuli. They use that information to make their apps
even more addictive. And the money rolls in.

Given recent advances in artificial intelligence, it doesn't take the
mind of a HAL to see where this is heading. Assuming their ambi-
tions remain unchecked, social media companies will begin using
machine-learning algorithms to, as Adrian Ward puts it, “optimize
for salience."” Through the statistical analysis of people’s responses
to online content, computers will be able to pinpoint the triggers of
attention with a precision far beyond what Silicon Valley's army of
marketers, programmers, and behavioral scientists has achieved to

date. Mind control will be automated.

Steve Jobs told us we'd have our lives in our pockets. He didn't

warn us about the pickpockets.

IN THE PROLOGUE to his 2000 book From Dawn to Decadence, the
historian and social critic Jacques Barzun bemoaned the debase-
ment of the word “culture.” Through years of loose and lazy usage,
it had been turned into “a piece of all-purpose jargon that covers
a hodge-podge of overlapping things.” Lost along the way was the
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term’s essential meaning, which Barzun defined, simply, as “the
well-furnished mind.” Information of all sorts, he granted, was eas-
ier to come by in our media-saturated world, but “it may be doubted
whether this bonanza will by itself cultivate the fallow mind, lift it
out of day-to-day interests, and scrape it free of provincialism.”s

It's common today, even more so than ten years ago, to think of
knowledge as something that surrounds us, something we swim
through and consume, like sea creatures in plankton-filled waters.
The ideal of knowledge as something self-created, something woven
of the facts, ideas, and experiences gathered in the individual mind,
continues to recede. In the first edition of The Shallows, 1 suggested
that our use of the Internet as a substitute for personal memory was
misguided and dangerous. At the time, the evidence was mainly
circumstantial; little research had been done. That's changed.
Rigorous studies of the Web's effects on memory have been com-
pleted, and while the findings aren’t definitive, they strongly sug-
gest that our ability to form and connect memories has already been
compromised.

In a 2011 study, now considered a landmark in the field, a team
of researchers led by Columbia psychology professor Betsy Spar-
row and including the late Harvard memory expert Daniel Wegner
had people read forty brief, factual statements—*“the space shuttle
Columbia disintegrated during re-entry over Texas in Feb. 2003"
was a typical one—then type the statements into a computer. Half
the participants were told that the machine would save what they

typed, and the rest were told that the statements would be erased
immediately.

Afterward, the researchers asked the subjects to write down
as many of the statements as they could remember. Those who
believed the facts had been recorded in the computer demonstrated
much weaker recall than did those who assumed the facts would not
be stored. Anticipating that information will be readily available in
digital form, the researchers concluded, appears to reduce the men-
tal effort people make to remember it. Digital recording encourages
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neurological erasing. They dubbed this phenomenon the “Google
effect,” and in an article in the journal Science they noted its broad
implications: “Since search engines are continually available to us,
we may often be in a state of not feeling we need to encode the infor-
mation internally. When we need it, we will look it up."*+
People were able to look up facts long before the Internet came
along—there were books, there were libraries—but it required
much more time and effort. Now that it's easy to shift responsibility
for memory storage and retrieval to data banks and search engines,
our brains have less incentive to take on the work of remembering.
Human beings are “cognitive misers,” a half century of research has
shown.® If we can offload or otherwise avoid mental work, we gen-
erally will, even when it's not in our best interest. Our phones, by
giving us immediate access to pretty much every fact ever recorded,
allow us to indulge our mental miserliness as never before.
Memories of facts aren't the only things that go missing. It's also
memories of events. In 2014, Linda Henkel, a professor at Fairfield
University in Connecticut, published the results of an experiment
which revealed that when people record their experiences in digital
form, they end up with foggier memories of the experiences. Henkel
took a group of undergraduates into the Bellarmine Museum of Art
on the Fairfield campus. She gave them digital cameras, then led
them, one by one, on a tour of the museum. Along the way, she had
them stop and look closely at thirty works of art—paintings, sculp-
tures, handicrafts. In some cases, she would have a student take
a photograph of an object after observing it. In other cases, she’d
tell the student to set the camera aside and just look. The next day,
Henkel tested the students’ memories of what they had seen. She

discovered they had a much tougher time recalling the works they
had photographed than those they had simply observed. Even when
they did remember a photographed item, they had a hazier sense
of its details.® If prints of snapshots glued to the pages of photo
albums served as aides-memoire, digital pictures stored as intangi-
ble data appear to have the opposite effect, rendering the mind less
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absorbent. The popular expression “pics or it didn’t happen” gets it
backward.

Subsequent studies have confirmed Henkel's discovery. In a
series of experiments involving hundreds of subjects, Princeton psy-
chologist Diana Tamir and three colleagues examined how people’s
recording of their experiences, through online comments or digital
photographs, influenced memory formation in three different sce-
narios: watching a lecture on a computer, taking a self-guided tour of
a historic building alone, and taking the same tour in the company
of another person. “Media use impaired memory for both computer-
based and real-world experiences, in both solo and social contexts,”
the researchers reported in the Journal of Experimental Psychology.
“Creating a hard copy of an experience through media leaves only a
diminished copy in our own heads.””” With social media allowing
and encouraging us to upload accounts of pretty much everything
we do, this effect is now widespread. A 2017 Frontiers in Psychol-
ogy survey of peer-reviewed research on how smartphones affect
memory concluded that “when we turn to these devices, we gener-

ally learn and remember less from our experiences,"?®

There’s a twist to this story. It turns out that we’re not very good
at distinguishing the knowledge we keep in our heads from the
information we find online. As Daniel Wegner and Adrian Ward
explained in a 2013 Scientific American article, when people call up
information through their phones or other computers, they often
end up suffering delusions of intelligence. They feel as though “their
own mental capacities” had generated the information, not their
devices.® Several studies, including an extensive series of experi-
ments at Yale, have documented this “misattribution” phenomenon,
revealing that as people gather information online, they come to
believe they’re smarter and more knowledgeable than they actually
are.** “The advent of the ‘information age' seems to have created a
generation of people who feel they know more than ever before,”

Wegner and Ward concluded, even though “they may know ever less
about the world around them."
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That unhappy insight probably helps explain society’s current
gullibility crisis, with its attendant plague of propaganda, dogma,
and venom. If your phone has blunted your powers of discernment,
you'll believe anything it tells you. And you won't hesitate to share
deceptive information with others. A 2018 MIT study of message
threads on Twitter, spanning more than 4.5 million tweets posted
over ten years, found that fabricated or otherwise misleading sto-
ries are 70 percent more likely to be retweeted than factual ones.
While accurate stories rarely reach more than a thousand people,
fake reports routinely reach tens of thousands. We want to blame
algorithms and bots for the circulation of lies online, but the real
culprits, the researchers discovered, are people: “False news spreads
farther, faster, deeper, and more broadly than the truth because
humans, not robots, are more likely to spread it."*' The technology
we assumed would enlarge us has made us smaller.

Data, the novelist and critic Cynthia Ozick once wrote, is “memory
without history.”? Her observation points to the fundamental prob-
lem with allowing smartphones and the companies that program
them to commandeer our brains. When we constrict our capacity for
reasoning and recall, or transfer those skills toa machine or a corpo-
ration, we sacrifice the ability to turn information into knowledge.
We get the data but lose the meaning. Barring 2 cultural course cor-

rection, that may be the Internet's most enduring legacy.
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